
1 © Copyright 2015 EMC Corporation. All rights reserved.     1 1 * Color of flash modules on front of DSSD D5 may vary from depicted image . 

DSSD D5  
RACK-SCALE FLASH FOR DATA INTENSIVE  
ANALYTICAL WORKLOADS  
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FUTURE PROOF ARCHITECTURE NEEDED 

LEGACY APPLICATIONS  NEW APPLICATIONS  

RDBMS  

STORAGE SYSTEM  O
L

A
P

 NoSQL In -Memory DB  

Data Pipeline  

Å Data is now both structured and unstructured  

Å Larger, undefined working data sets  

Å Move from batch processing to real - time  



3 © Copyright 2015 EMC Corporation. All rights reserved.     

EVOLVING APPLICATION NEEDS REQUIRE  
NEW ARCHITECTURE  

Hybrid or All Flash Arrays  Server Attached Flash  

Å Flash hostage to individual servers  

Å Stranded storage and data shuffling among 
servers  

Å No enterprise storage features  

Å Limited capacity  

Å Enterprise storage features  

BUT  
Å Traditional network latencies & I/O stack   

bottlenecks  

SATA/SAS or PCIe  

SATA/SAS or PCIe  

SATA/SAS or PCIe  

Fabric  
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DSSD ï REIMAGINING INFRASTRUCTURE  

 Next Gen Hardware & Software Innovations  

Rack Scale Flash  

Performance -
Oriented 

Architecture  

Dense &  
Shared Flash  

Native & Flexible 
Data Access  

Enterprise 
Reliability  
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Å NVMe Shared Storage  

Å NVMe from User Space  

Å NVMe PCI Dual Hotplug  

Å NVMe PCIe Cabling  

Å True Multi -Dimensional RAID  

INDUSTRY FIRSTS  

10 MILLION  
IOPS 

100 GB/S  
Bandwidth  

144 TB  
Capacity  

100ȉS 
Latency  
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I/O STACK FOR THE NEXT GENERATION  

SOFTWARE 
Application  

Libraries  

KERNEL 

System Call  

POSIX File System  

Volume Mgr.  

Device Driver  

HARDWARE 

PCIe HBA 

SAS/SATA  

Flash Controller  

Disk/NAND  

PCIe Client Card  

DSSD I/O Module  

DSSD Flash Module  

Application  

Libraries  

User DMA Port  

libflood  

30 0µS  
 to  
1,000 µS 

<1 00µS  
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HIGH BANDWIDTH CUT -THROUGH DATA PATH  

HOST-SIDE PCIe 
CONNECTIONS  

1 2 48  

100GB/S  
END-TO-END 

CONTROLLER 

TRAFFIC 
ASSIST  

PCIe SWITCHED FABRIC  

1 2 36  
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DENSE AND SHARED FLASH  

36 Flash Modules  
(Full or Half Populated)  

Available in Different Configurations  
(36TB, 72 TB or 144 TB)  

Dual Ported PCIe  Gen3 x4 Per FM  

Dual - Redundant Control Modules  
(PCIe Gen 3 Connected)  

Architected For Future Data Intensive Analytical Applications  
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FloodÊ  
API 

Block  

Hadoop  
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ENHANCED ALWAYS -ON RELIABILITY  

SPACE-TIME 
GARBAGE COLLECTION  

CUBIC  
  RAID ®  

Industry -Leading  
 Reliability and Flash Endurance  

FLASH PHYSICS 
CONTROL 
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SOLUTIONS FOR REAL -TIME WORLD  

High Performance  
DBs and DW 

Å Enable Larger Data Sets, 
More Analysis  

Å Eliminate Excessive Tuning  

High Performance 
Applications Running  

on HDFS 

Å Enable Real Time Analysis  

Å Independently Scale 
Compute And Storage  

Å Provide Unprecedented 
Bandwidth Density  

Å Reduce Time To Results and 
Increased Analysis  

Custom Applications  

Enable Enterprise Analytics Workflow Requiring Combination Workloads  

Support Diverse Performance Profiles & Constraints  

Eliminate Need for Complex, Inefficient, Siloed  Workarounds  
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FASTEST DATABASE PLATFORM ANYWHERE  

 
 
 
 

SERVER 

 
 
 
 

SERVER 

 
 
 
 

SERVER 

 
 
 
 

SERVER 

1/3  
T C O  

3X  
FASTER 

5.3M 8K IOPS  
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INDUSTRY 
LEADING 
BANDWIDTH 
DENSITY  

2/3   
THE TCO 

1/25 th    
THE SPACE 
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HADOOP WITH DSSD 

10X 
F A S T E R  

1/3   
THE STORAGE 

HDFS DATA NODE 1  HDFS DATA NODE 2  HDFS DATA NODE 3  
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USE CASE EXAMPLES 

HPDB and HPDW  
RISK  

ANALYTICS  
FRAUD  

DETECTION  

HDFS  
PREDICTIVE 
MODELING  

NEAR REALTIME 
ANALYTICS  

ON STREAMING DATA  

Custom Applications  

OIL & GAS: EXTRACTION 
SIMULATION GRIDS  

FINANCIAL:  
TRANSACTION MODELING  

GOVERNMENT: DESIGN 
SIMULATION  

LIFE SCIENCES  
& RESEARCH  
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DSSD IS  

Game Changing 
Performance  

Lowest  
Latency  

Operational  
Efficiency  

Delivered  
Natively  

Do More With 
Existing Applications  

Develop, New Applications 
That Were Previously Not 

Possible  

Unprecedented 
Business Value & 

TCO 
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DSSD D5  
 

Technical Overview  

February 2016  
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D5 

Hardware  Software  Data Protection  
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OBJECTIVE:  

Maximize flash performance 
in a space -efficient and 
highly available fashion  

HARDWARE 
OVERVIEW 
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36 Flash Modules (FMs)  
18 Flash Modules  when Half Populated  

2TB/4TB Flash  Modules today  
Larger  FMs on the roadmap  

Dual Ported PCIe  Gen 3 x4 per FM  

Dual - Redundant  Control Modules (CMs)   
PCIe Gen 3 Connected  

Dense and Shared Flash  
DSSD D5  -  5U RACK SCALE FLASH PLATFORM  

 
FLASH AND CMs  
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Redundant  Power Supplies x4  

Dual - Redundant  IO Modules (IOMs)   
PCIe Gen 3 Connected  

48 PCIe  Gen  3 x4 Client Ports  
Per  IOM  

Total of 96 PCIe Gen 3 x4 Client Port  
Connections per D5  

Redundant Fan Modules x5  

Dense and Shared Flash  
DSSD D5  -  5U RACK SCALE FLASH PLATFORM  

 

IOMs, Fans, Power Supplies  
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DSSD Client Card and DSSD I/O Cable  

Å DSSD Client Card fits in qualified X86 -based servers  

Å Each with 2 x PCIe Gen 3 x 4 lane ports  

Å Hosts must run supported version of Linux  

Å DSSD I/O Cables based on new type  
of connector  

Å One or two cards per client, must connect to  
single D5  

Å Lengths of 1m, 2m, 3m & 4M copper  

 

Card creates a non - transparent bridge to the attached DSSD 
appliance  

 

CLIENT  
CARD 

I/O 
Cable  

24  24  
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Client  

Client Connectivity  
Up to 48 hosts dual connected to one D5  

25  

D5  

Client  

BACK 

Key Features  

Å 1-2 DSSD Client Cards  
per host  

Å DSSD I/O Cable ( PCIe Gen 3 x4)  

    connects Client Card ports to  

    DSSD D5 I/O Module ports  

Å CRC Data Protection  

Å Always -On Multipathing  

Å Client connects to single D5  

25  

CRC error correction 
between client and FMs  

PCIe Gen 3 x 4  
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DSSD FLASH MODULE (FM)  

Å 2TB, 4TB 

Å Future FMs will offer greater 
capacities and support 3D 
NAND and NGNVM  

ÅIndustryôs first Hot -
Swappable PCIe Gen 3 x4 
based FM  

ÅIndustryôs first Dual 
Connected PCIe Gen 3 x4 FM  

ÅIndustryôs most reliable FM  

Å Power delivery to flash bursts 
up to 60 Watts  
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DSSD FM VS OTHER FLASH STORAGE  
Simpler and Faster Flash Modules  

ÅDSSD has simple, fast Flash Modules  

ÅControl Module with rich resources 
implements advanced global algorithms  

DSSD FM  DSSD FM  DSSD FM  

DSSD CM  

E
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Wear Leveling  Flash Physics  Garbage Collection  

Defect Mgmt  Cubic RAID  FTL 
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ASIC  

SSD Drive  
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ASIC  

SSD Drive  
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ASIC  

SSD Drive  

ÅComplex firmware, limited power  

ÅIndependently managed media  

Standard Flash Devices  
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DSSD I/O Module (IOM)  

Å The IOM interconnects Client 
Ports, CMs and FMs  

Å 12x PCIe Hubs  

Å 48 PCIe Gen 3 x4 connections to 
client  

Å 36 PCIe Gen 3 x4 links to Flash 
Modules  

Å Dual -Redundant FRU 

Å Service Module Daughter -Board  
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DSSD Control Module (CM)  

Å Manages the control plane, FMs, IOMs  

Å Receives copy of all data writes but 
only for Cubic RAID calculations  

Å Dual  Redundant FRU  

Å Appliance -wide view of all  
activity so more advanced  
flash management algorithms  

Å Flood, the DSSD D5 software runs on 
the CM  
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Passive Mid -Plane (not FRU)  

Service  
Modules  

Power  
Supplies  

Fans 

D5 Hardware Block Diagram  

Control  
Modules  

I/O  
Modules  

Flash  
Modules  
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NVMeÊ Storage Protocol  

DISK or SSD  

FLASH 

MOTHERBOARD 

SAS 

SATA/AHCI  DISK or SSD  

The NVM ExpressÊ design mark and NVMeÊ  word mark are trademarks of NVM Express, Inc.  

Å NVMe is an industry -standard, low 
latency protocol for the fastest access 
to PCIe connected SSDs 

ï Within two years majority of flash  
SSDs will migrate to it  

Å DSSD NVMe Industry Firsts:  

ï NVMe Shared Storage Platform  

ï NVMe Access from user space  

ï NVMe multipathing  with link 
aggregation, hot -plug, and transparent 
fail -over and recovery  
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OBJECTIVE:  

Maximize flash performance with  
flash management stack in a way 
useful to applications -  Flood  

SOFTWARE 
OVERVIEW 


