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Executive Summary

This document starts with an insight into the trends of storage technologies. Then based on
user requirements, this documeletails the functions and highlights of Huawei OceanStor
18000 V3 higkend storage systems in terms of excellent performance, robust reliability,
elastic scalability, high storage efficiency, and comprehensive data protection. This document
also emphages the unique features of OceanStor 18000 V3-dighstorage systems and
customer benefits.
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Introduction

Nowadays, a growing number of enterprises employ cloud computing and virtualization
technologies to build their IT systems for higher system effigieThese technologies
maintain the required service level, reduce costs, promote service agility, and shorten the
rollout time of new services.

However, the popularity of cloud computing and virtualization technologies imposes great
challenges to baekrd storage systems. Specifically, storage systems are required to provide
higher performance, reliability, and scalability, carry more services, maintain the service level
agreement (SLA) of critical services, and lower the total cost of ownership (TCO).

OceanStor 18000 V3 highnd storage systems are particularly designed to provide excellent
performance, robust reliability, elastic scalability, high storage efficiency, and comprehensive
data protection. The storage systems fully meet enterprises’ futvicegeeeds and help their

IT systems quickly adapt to an increagly fierce competition
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Solution

To survive in an increasingly fierce competition and shorten the rollout time of new services,
enterprises' IT systems need to transform from a traditewstlcenter to a

powerful weapon with the ability to help enterprises improve their competitiveness and
achieve business success. In addition to providing high performance and robust reliability for
missioncritical services, higkend storage systems mastdress service growth needs,

enhance service agility, and help services flexibly adapt tecagasingly fierce competition

OceanStor 18000 V3 highnd storage systerase dedicated to setting a new benchmark for
the highend enterprise storage fielddaprovide data services of the highest level for
enterprises' missiearitical businessedVith the industryleading SmartMatrix 2.0 system
architecture, HyperMetro gatewdrge activeactive feature, flasbriented convergence
technology, nexgeneratiorhardware platform, and a full range of efficiency improvement
and data protection software, OceanStor 18000 V3 @ighstorage systems deliver werld
leading reliability, performance, and solutions that meet the storage needs of various
applications suchs largescale database OLTP/OLAP and cloud computing. Applicable to
sectors such as government, finance, telecommunications, energy, transportation, and
manufacturing, OceanStor 18000 V3 higid storage systems are the best choice for
missioncritical agplications.

3.1System Architecture

3.1.1Back-End Full Interconnection

Each engine of an OceanStor 18000 V3 fegh storage system contains four controllers that
are interconnected through PCle 3.0 kigieed channels provided by the passive backplane

in the enclsure. In the event of four controllers or less, external cables and switches are not
required, featuring simpler deployment, better reliability, and higher perfornshews the

front view of a4-cortroller OceanStor 18000 V3 engine, where four BBUs reside in the upper
part, two controllers reside in the middle, and another two controllers reside in the lower part.
Figure 31 shows the internal connectiooan engineWhile the connectivity between the

disk and baclend ports is by SAS with a speed ofGB/s Such connectivity is aggregate by

4 ports connected to the same physical disk

Front view of a4-controller OceanStor 18000 V3 engine
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OceanStor 18000 V3 highnd storage systems use SAS 3.0 bauk fulkinterconnection
interface modules. Such an interface module is shared with and connected to the four
controllers in an engine. If a controller is faulty, themections between the engine and the
disk enclosure are still redundant without reducing thedeackconnection reliabilityrigure
3-2 shows the rear view of an OceanStor 18000 V3 engine, where the inteddckesn
inserted in the four slots in the middle are 4U bawll fulkinterconnection interface modules.
Figure 33 shows the connections of shared SAS interfaodules.

Figure 3-2 Rear view of an OceanStor 18000 V3 engine
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Figure 3-3 Backend disk connection of an OceanStor 18000 V3
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OceanStor 18000 V3 highnd storage systems support Persistent Cache, a persistent
mirroring technology. Typically, the cache of controller A and that of controller B imgine
act as a mirror for each other, and the cache of controller C and that of controller D in an
engine act as a mirror for each other. In traditional design, if a controller (assume it is
controller B) is faulty, the cache of controller A will enter tingte through mode to ensure
data reliability, leading to a significant decrease in performance. The persistent mirroring
technology, however, will mirror data from the cache of controller A to that of controller C
or D (dynamically selected based on intd algorithms) in this case to ensure cache data
reliability and prevent significant performance deterioration.

3.1.2PCle Scale-Out

OceanStor 18000 V3 higbnd storage systems employ SmartMatrix 2.0, a +oaltiroller

smart matrix architecture where contes§ exchange data through PCle optical
interconnection. An OceanStor 18000 V3 higyid storage system supports a maximum of

four engines, each of which contains four controllers. That is, a maximum of 16 controllers
are supported. Each controller is corteddo two switching planes through PCle optical

cables for data forwarding. In addition, four controllers in an engine can forward data to each
other through PCle interconnection channels provided by the backplane in the engine. As
shown in the followindigure, slot 3 of each controller is equipped with a PCle interface
module. Each PCle interface module has two PCle optical ports, each of which is connected
to a PCle switch through an optical caflbis architecture can at least support 15 meters
distarce for the expansioffln the following figure, the cable connections of engines 2 and 3
are not demonstrated to prevent too many lines.)
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Figure 3-4 Schematic diagram of OceanStor 18000 V3 PCle Sudle
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Note: PCle interface modules are
inserted into slots L3 and R3.

16 controllers are connected to two data switches throuagh sjuall forrafactor pluggable

(QSFP) cables to exchange data. TheR@le interconnection architecture reduces the

latency caused by protocol conversion, accelerating data exchange. The fult optical
interconnection design improves the reliability ofdatdistance data transmission and makes

the distance between bays more flexible, facilitating the design of bay layout in an equipment
room.

Each PCle switch provides 16 PCle switching ports, each of which offers 4 GB/s of switching
bandwidth. Two PCle swihes provide 128 GB/s (2 x 16 x 4 GB/s) of switching bandwidth in
total. In each engine, 128 GB/s (PCle 3.0 x 64) of backplane PCle interconnection bandwidth
is provided among four controllers. The total system switching bandwidth provided by a 16
controller OceanStor 18000 V3 higind storage system is 640 GB/s (128 GB/s x 4 as the
switching bandwidth within an engine + 128 GB/s as the ezngie switching bandwidth).

3.1.3Load Balancing

By default, OceanStor 18000 V3 higind storage systems evenly alloddtiNs to
controllers and distribute LUN space among all disks in the system.

If there is an I/O path between a host and each controller of a storage system, the UltraPath,
Huawei homegrown multipathing software, preferably selects the path to the owning

controller of the target LUN. If no optimum path is available, the system automatically
determines the corresponding controller of the LUN service after I1/O requests are delivered to
the storage system. Then the Smart Matrix architecture transfers theu3teto the
corresponding controller

Even allocation of LUNSs to controllers and distribution of LUN space among disks
balance workloads of controllers and disks. The Smart Matrix architecture selects the best
path to deliver /O requests using the Uitath. In this way, the system can reach its optimal
performance.
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3.1.4Data Caching

The cache of an OceanStor 18000 V3 Fegld storage system is categorized as caate
and write cache.

When the write cache is not used, all cache can be used as the read cach

The system reserves the minimum read cache to ensure that read cache resources are still
available even if the write stress is great.

In the event of a large number of random I/Os, OceanStor 18000 \A&hibstorage systems
implement the mulichannekequential /O identification algorithm to identify sequential
I/Os. In the event of sequential I/0s, OceanStor 18000 V3dmnighstorage systems employ
prefetch and merge algorithmsdptimize system performance in various application
scenarios

In addifon, OceanStot8000 V3high-end storage systems provide multiple prefetch

algorithms such as intelligent prefetch, constant prefetchyanableprefetch.By

automatically identifying 1/O characteristics, intelligent prefetch determines whether to

prefech data and determines the prefetch length, ensuring that the system performance meets
requirements of different scenarios. By defalteanStod 8000 V3high-end storage

systemsadopt the intelligent prefetch algorithm. In application scenarios withiefO

models, users can also configure constant prefetch or variable prefetch. These two algorithms
allow users to define a prefetch length.

When the cache usage reaches a threshold, the cache eviction algorithm calculates the access
frequency of eacHata block based on historical and current data access frequencies,

and works together with the mutthannel sequential I/O identification algorithm to evict
unnecessary cached data.

Basic 1/0 processing is described as follows:

Local write process

A locd write indicates that the LUN to which a host writes data is working under the
engine that receives the write I/Os delivered from the host. The process is as follows:

1 A host delivers write 1/0s to engine 0.

2 Engine 0 writes data to the local cache, impletsenirror protection, and returns a
message indicating that data is written successfully.

3 Engine 0 flushes the data to disks. If the target disks reside in the local engine,
engine 0 directly delivers the data.

4  If the target disks reside in another engiegine O transfers the data to that engine
(for example, engine 1).

5 Engine 1 writes data to disks.
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Figure 3-5 Local write process

Nortlocal write process

A nontlocal write indicates that the LUN to which a host writes data is not working
under the engine thataeives the write I/Os delivered from the host. The process is as

follows:

1 A host delivers write 1/0s to engine 2.

2 Atfter detecting that the LUN is working under engine 0, engine 2 transfers the write
I/Os to engine 0.

3 Engine 0 writes data to the local cacimplements mirror protection, and returns a
message to engine 2, indicating that data is written successfully.

4  Engine 2 returns a write success message to the host.

5 Engine 0 flushes the data to disks. If the target disks reside in the local engine,
engire 0 directly delivers the data.

6 If the target disks reside in another engine, engine 0 traribétata to that engine
(for example, engine 1).

7 Engine 1 writes data to disks.
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